
Laser-Induced Explosion of Nitrated Carbon Nanotubes:
Nonadiabatic and Reactive Molecular Dynamics Simulations
Vitaly V. Chaban,† Sougata Pal,‡ and Oleg V. Prezhdo*,‡

†Instituto de Cien̂cia e Tecnologia, Universidade Federal de Saõ Paulo, Saõ Jose ́ dos Campos, 12231-280 Saõ Paulo, Brazil
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ABSTRACT: Laser-initiated decomposition of carbon nanotubes (CNTs) can lead to
medical, military, and other applications. In medicine, CNTs give rise to efficient remedies
against diseases and malignant cells, since they encapsulate drug molecules, can be delivered
inside living organisms, and absorb light that penetrates through biological tissues. As
explosives, pyrotechnics, and propellants, CNTs can be activated remotely by a visible or
infrared laser, avoiding the need for a detonating cord. The reported non-equilibrium
investigation demonstrates the possibility of photoinduced polynitro-CNT explosion and
provides a detailed chemical mechanism of the decomposition process, explicitly in the time
domain. Nonadiabatic molecular dynamics (MD) performed with real-time time-dependent
tight-binding density functional theory demonstrates that the photogenerated exciton
deposits its energy into a broad range of phonon modes within less than a picosecond,
resulting in a rapid polynitro-CNT heating. Following the heating, reactive MD
demonstrates an explosion, during which the local temperature of polynitro-CNTs and
its fragments rises as high as 4000 K. Photoexcitation of nitro groups by a high-energy laser
is not required; the energy can be delivered to polynitro-CNTs using near-infrared light within the biological window.
Furthermore, the explosion is possible both with and without an external oxygen source. Anaerobic explosion could be
particularly beneficial in confined biological and nanoscale environments. The products of the polynitro-CNT decomposition are
nontoxic: carbon dioxide and molecular nitrogen. The in silico demonstration of the laser-induced polynitro-CNT explosion, its
chemical mechanism, and the time scales of physical and chemical transformations can be tested experimentally using time-
resolved laser techniques.

1. INTRODUCTION

The unique properties of carbon nanotubes (CNTs) give rise
to multiple applications in a variety of fields. In addition to
materials science,1−14 CNTs draw interest in a new generation
of medical applications.15−23 For instance, CNTs are widely
functionalized with biologically relevant molecules to work as
cancer treatment and drug delivery systems, and bio-
markers.15,16,18,19,22−26 Nanoscale drug delivery vehicles possess
versatile imaging, diagnostic, and therapeutic characteristics.
They hold promise for fighting diseases of various types,
including cancer, infections, and neurodegenerative syndromes.
Laser-initiated release of molecules carried by CNTs can be
made very localized within a body, allowing for focused
treatments and eliminating broad damage of surrounding
tissues, which is unavoidable, for instance, with chemo-therapy.
In an entirely different direction, laser-initiated decomposition
of the appropriately functionalized CNTs can give rise to a
novel class of high-energy nanomaterials, eliminating the needs
for a detonation cord.27 The potential applications of nanoscale
explosives extend beyond military, civil, and industrial
purposes.28−32

There is sufficient evidence in literature that CNTs can
exhibit cytotoxic properties.33,34 Multiwalled CNTs resemble
microtubules in many aspects. They enter inside living cells and

form mixed biosynthetic polymers with tubulin. Such polymers
strongly interfere with biomechanical processes in the living cell
and eventually kill proliferating cells, acting as conventional
microtubule stabilizing drugs. Pristine multiwalled CNTs can
be used to kill cancer cells without the need to perform their
functionalization.35

CNTs provide new opportunities for encapsulation and
targeted delivery of drugs.16−18,20,23 Normally, efficacy of drugs
is decreased if no carrier is used, in particular since most drug
molecules are polar and cannot penetrate through hydrophobic
cell membranes. The ability of drugs to reach a target site
depends on their physical-chemical properties. Intracellular
transport of drugs, genes, and proteins is becoming feasible as a
result of the recent technical advances in chemical synthesi-
s.24−26In the case of nanoscale carriers, the drug delivery
formulations transport drugs selectively to specific compart-
ments, to avoid adverse effects on surrounding tissues. The
most actively probed nanoscale drug carriers are built on self-
assembling polymeric structures, mesoporous silica, magnetic
nanoparticles (e.g., Fe3O4), and CNTs.25,26
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Noninvasive activation of CNTs can be achieved by a laser
emitting near-infrared light. These wavelengths pass through
living tissues, while they are absorbed by CNTs.35 Most energy
of the adsorbed light goes to excite electrons. Then, the energy
transfers to phonons as a result of electron−phonon relaxation.
Thus, CNTs can be quickly and safely heated up by remote
means.
CNTs are highly hydrophobic. It is impossible to solubilize

pristine CNTs in aqueous solutions. Surface functionalization
can increase solubility and biocompatibility.25,33 Two different
types of CNT functionalization exist: covalent binding of
functional groups using a carbon-based chemical reaction and
noncovalent functionalization. In the latter case, hydrophobic
interactions are employed to keep the resulting complex as a
whole. Grafting nitro (−NO2) groups increases solubility of the
initially strongly hydrophobic CNTs. For comparison, nitro-
methane is very well miscible with water,36 while solubility of
methane is mediocre.
Nitro groups are widely used in explosive materials due to

their high energetic content and strong oxidizing properties.
−NO2 provides significant amounts of oxygen, enabling full or
partial oxidation of chemical species and contributing strongly
to detonation and combustion processes. Chemical methods
have proven to be very effective in changing the properties of
nanoscale carbon materials.37,38 It is chemically straightforward
to obtain nitrated derivatives of nanoscale carbon. Nitration
promotes fast exothermic decomposition upon initial heating,
as demonstrated by the recent simulations.36,39 Synthesis of
polynitrofullerenes has been reported recently.40,41 As stable
molecules with a high energy of formation, polynitrofullerenes
can explode under certain conditions, as demonstrated by the
real-time constant-energy simulation.42

Polynitro-CNTs are advantageous to fullerenes, since they
absorb visible and infrared light and their explosion can
therefore be initiated by readily available lasers. The unique
combination of CNT’s chemical and physical principles can
lead to significant advances in energetic nanomaterials.
Nanoscale explosives constitute a novel and rapidly developing
field, requiring development of more efficient and less toxic
materials. Carbon-based nanomaterials exhibit structural
diversity43 and provide an exceptional platform for the
development and research of reactive energetic systems.
The present work focuses on single-walled CNTs with

external surfaces functionalized by multiple nitro groups and
demonstrates that a remote activation by a laser leads to their
rapid decomposition. We report nonadiabatic simulation of the
electron−phonon relaxation, followed by reactive simulation of
the CNT decomposition. The two-step investigation of the
photoinduced polynitro-CNT explosion provides a detailed
chemical mechanism of the decomposition process. Time-
dependent tight-binding density functional theory (DFT),
combined with nonadiabatic molecular dynamics (MD),
demonstrates that the photogenerated charge carriers rapidly
lose their energy to heat. As demonstrated by reactive MD, the
heating initiates an explosion, during which the temperature
rises to as high as 4000 K. Importantly, the explosion is possible
both with and without an external oxygen source, although
extra oxygen helps to release more energy. The simulations
establish the mechanisms and time scales of chemical and
physical transformations. The predictions can be tested
experimentally using time-resolved laser techniques.

2. SIMULATION METHODOLOGIES

The simulations are performed using a combination of two MD
techniques, designed to capture the two sequential steps of the
photoinduced explosion of polynitro-CNTs. The first step,
involving laser excitation of CNT’s electronic subsystem and
electron−phonon energy redistribution is modeled by non-
adiabatic (NA) MD that is capable of describing quantum
transitions down the manifold of CNT electronic states. Here,
the CNT electronic properties are described using tight-binding
density functional theory (DFTB), which is parametrized
against ab initio DFT calculations. The second step, involving
chemical decomposition of polynitro-CNTs, is 2 orders of
magnitude slower. It is modeled using reactive MD (RMD),
which employs classical reactive force fields (ReaxFF) that are
also parametrized using ab initio DFT and other quantum−
chemical methods. DFTB-NAMD allows simulations up to
several picoseconds, which is more than sufficient to study the
electron−phonon energy redistribution, but is too short to
observe the full mechanism of nitro-CNT decomposition.
RMD simulations can be performed over hundreds of
picoseconds, allowing us to simulate complete polynitro-CNT
destruction and to study its chemical mechanism.

2.1. Nonadiabatic Molecular Dynamics. Modeling of
laser-induced electronic excitation and subsequent nonradiative
electron-vibrational relaxation requires an explicit treatment of
electronic degrees of freedom, electron-vibrational coupling,
and transitions between electronic states caused by coupling to
vibrations. This goal is achieved using the recently developed
methodology44 that combines NAMD with DFTB. The
evolution of the electronic subsystem driven by vibrational
motions is described with self-consistent charge DFTB (SCC-
DFTB),45−51available at www.dftb-plus.info, with parameters
sets provided at www.dftb.org. The NAMD simulation is
performed in the Kohn−Sham (KS) representation,52−54 using
the fewest switching surface hopping (FSSH) technique55,56 as
implemented in the PYXAID (Python eXtension for Ab Initio
Dynamics) code,57,58 available at www.acsu.buffalo.edu/
~alexeyak/pyxaid/. The electrons are treated quantum−
mechanically, while the nuclei are treated classically.59 The
simulations are performed in the adiabatic representation, in
which the electronic structure calculation method produces
both the energy levels and NA couplings between the states for
current nuclear positions.
All quantum−mechanical calculations including geometry

optimization, electronic structure, and adiabatic MD are carried
out with the SCC-DFTB method45−51 as implemented in the
DFTB+ code.45,60 The simulations are performed using
periodic boundary conditions. The simulation cell constant is
fully optimized in the z-direction along the CNT axis; 40 Å of
vacuum is added in the x- and y-directions, in order to avoid
interactions between the polynitro-CNT periodic replicas, since
the focus is on single-walled CNTs. The optimized cell lengths
in the z-direction are 21.50 and 17.29 Å for the (5,0) and (5,5)
polynitro-CNTs, respectively. The diameters of the optimized
polynitro-CNTs are 3.94 Å for the (5,0) CNT and 6.80 Å for
the (5,5) polynitro-CNT. The total number of carbon atoms in
the simulation cell is 100 and 140 for the (5,0) and (5,5)
polynitro-CNTs, respectively. The total number of −NO2
groups functionalizing the two CNTs is chosen to maintain
the carbon/nitrogen atom ratio at 5:1.
The SSC-DFTB parameter set (Slater-Koster files) used in

the calculations was tested extensively for a broad range of
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compounds and can be found elsewhere.47 The density of states
(DOS) was computed using a 1 × 1 × 256 Monkhorst−Pack k-
point mesh.61 Starting with the optimized geometries, the
polynitro-CNTs were heated to 300 K with repeated velocity
rescaling. Then, 3 ps microcanonical trajectory was generated
for each polynitro-CNT in the ground electronic state, using
the Verlet algorithm62 with the 1 fs time step and Hellman-
Feynman forces. Five-hundred geometries were saved based on
the 2 ps long microcanonical trajectory for each CNT to
perform NAMD. Optically active electron and hole states with
energies around 1 eV away from the Fermi energy were
selected to initiate the coupled electron electron-vibrational
evolution. Several hundred iterations of the stochastic FSSH
algorithm were used to achieve converged results. Further
details of the NAMD methodology are given elsewhere.53,57,58

2.2. Reactive Molecular Dynamics. RMD simulations
were used to observe decomposition of the (5,0) and (5,5)
polynitro-CNTs in real-time. ReaxFFs63,64 allow one to avoid
costly quantum−chemical description of the simulated system
by introducing a set of sophisticated interaction potentials.
Covalent bonds in RMD emerge and break apart during the
simulation based on the value of the bond-order parameter.
ReaxFFs are normally parametrized by means of multiple
single-point DFT calculations involving expected reactants,
intermediates, and products. The ReaxFF applied in our
present study has been carefully developed for carbon,
hydrogen, oxygen, and nitrogen atoms using electronic ground
states of multiple simple compounds that are formed by these
elements.63,64

RMD treats all atoms in the simulated system as separate
interaction centers. However, RMD does not treat electrons
explicitly. An instantaneous point charge on each atom is
determined by the electrostatic field in the presence of all
surrounding charges. An instantaneous valence force and
interaction energy between each atom pair are linked to an
instantaneous bond order. The latter is a function of an
instantaneous bond distance. The bond order concept is used
to define other valence interactions, such as bond, lone electron
pair, valence angle, conjugation, and torsion angle energies. The
pairwise van der Waals energy term describes the short-range
electron−electron repulsion, preserving atomic radius, and the
longer-range London attractive dispersion. The bond-order
cutoff is used to identify molecular species. In this work, the
threshold was set to 0.3 for all bond types. Note that definition
of a chemical bond is not unique. Different definitions lead to
somewhat different reaction intermediates.
The polynitro-CNTs used in the RMD simulations are

slightly smaller than those in the NAMD simulations,
containing 130 carbon atoms (Figure 1). The model applied
is sufficient to capture the mechanism of polynitro-CNT
chemical decomposition, because it occurs via local chemical
interactions. Furthermore, the RMD simulations used finite size
polynitro-CNTs, terminated by hydrogen atoms, because
ReaxFF are most easily applied to finite systems.
Following our previous experience on creating the

buckybomb,39 we functionalized (5,0) and (5,5) CNTs with a
significant number of −NO2 groups. The ratio between carbon
and nitrogen atoms was the same as that in the buckybomb,
5:1. The −NO2 groups were distributed uniformly throughout
the external surfaces of CNTs. We ensured that no two −NO2
groups belong to the same six-membered ring of the CNT
backbone. Such a structure fosters stability at room conditions
and supports rapid decomposition at an elevated temperature.

Figure 1 depicts initial geometries of the simulated nanostruc-
tures, where −NO2 is covalently linked to the CNT backbone.
The reported RMD simulations were performed in the

constant energy ensemble (N,V,E) after the systems were
heated to 750 K. In experiment, the heating arises due to the
electron-vibrational energy redistribution, simulated here by
NAMD. In some applications (e.g., medicine), CNTs are
surrounded by a solvent or another medium, which can
dissipate the heat away from CNTs. The prior studies20,65,66

have shown that energy transfer from heated CNTs to aqueous
and nonaqueous solvents proceeds on fast, subpicosecond and
slow, 2−20 ps time scales. It is therefore essential in such cases
that a laser is sufficiently intense to deposit significant amounts
of energy before it is dissipated into the environment. It should
be also noted that heating to temperatures lower than 750 K
can also initiate an explosion, with the initiation stage taking
longer than in the present simulation. Once the explosion is
initiated, it occurs very rapidly, self-supporting itself and
generating local temperatures up to 4000 K.
The decomposition took place very quickly, making 100 ps

long trajectories sufficient to observe all relevant chemical
processes. Due to high-temperature of simulation and therefore
large atomic velocities, we used a small time-step of 0.1 fs.
Satisfactory conservation of total energy is an important issue in
these simulations. The ADF.2013 program, available at https://
www.scm.com/, was used to run all RMD calculations. Note
that one of the tutorials used involves burning alkanes in the
oxygen atmosphere at 3000 K. The process is similar to the
phenomena under investigation here.

3. RESULTS AND DISCUSSION
3.1. Charge−Phonon Energy Redistribution. Carrier

relaxation dynamics of hot electrons and holes depends
strongly on the electronic structure of a system under
consideration. The electronic structure of CNTs is charac-
terized by sharp peaks, known as van Hove singularities,
superimposed on a continuum background.67 The singularities
are responsible for the strongest light absorption,68,69 while
electron−phonon energy relaxation involves both the singular-
ities and the continuum.70,71 −NO2 functionalization substan-
tially changes the features of the CNT electronic structure by
introducing hybridized states between the singularities.
Figure 2 shows DOS of the pristine and functionalized (5,0)

CNT at 0 K. −NO2 groups contribute significantly to the DOS
at all energies, including the area near the Fermi energy.
Particularly important, the latter fact implies that photo-
excitation of the nitro-CNT with near-infrared light will perturb

Figure 1. Polynitro-CNTs simulated by RMD: (a) front view of the
(5,0) polynitro-CNT; (b) side view of the (5,5) polynitro-CNT. In the
front view, a single polynitro-CNT unit cell is depicted for clarity.
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electronic density localized on the chemically active −NO2
groups. Therefore, the electron−phonon energy relaxation will
instantaneously activate these groups. In comparison, if −NO2
groups were not hybridized with the CNT, then their
photoexcitation would require energies in the ultraviolet
region; consider the sharp rise on the −NO2 partial DOS at
+2 eV (Figure 2b).
The effect of −NO2 groups on the CNT electronic

properties calculated by the SCC-DFTB method agrees well
with the previous results.72 The nitration has a strong effect on
the CNT energy spectrum. The singularities in the DOS of the
polynitro-CNT almost vanish, even though the number of
nitrogen atoms connected to the CNT backbone is 5 times
smaller than the number of carbons in the backbone and no
more than one −NO2 group is connected to any six-member
carbon ring. The states near the Fermi energy show
contributions from both the CNT backbone and −NO2
groups.72 The Fermi level of the polynitro-CNT shifts toward
the valence band. The reduction potential of the −NO2 group
is lower than that of the CNT. Therefore, −NO2 accepts
electrons from the CNT backbone.73,74

The intraband relaxation dynamics of photogenerated hot
carriers is investigated for the (5,0) and (5,5) polynitro-CNTs
using DFTB-NAMD. The electron and hole relaxation is
initiated by excitations of approximately 1 eV away from the
Fermi level (Figure 3). The electrons and holes relax
nonradiatively to their band edges due to coupling to phonons.
The observed energy decay was fitted by the sum of the
exponential and Gaussian components, y = A × exp(−(t/τ)) +

(1 − A) × exp(−(t/τ)2). The Gaussian component reflects the
initial stages of relaxation, during which only few states are
coupled to the initial quantum state. Since the time-derivative
of the quantum population is 0 at t = 0, Gaussian decayis
essential for the quantum Zeno effect.75 The Gaussian
component corresponds to the beginning of the Bloch
oscillation of a two-level system. The exponential decay starts
once the quantum system has had enough time to explore the
Hilbert space and to couple to multiple final states. The
electron relaxation in the conduction band takes place within
200 fs in the zigzag (5,0) polynitro-CNT. The magnitude of the
Gaussian component A = 0.33. The relaxation in the armchair
(5,5) polynitro-CNT is slower, 270 fs. Here, A = 0.13. In turn,
the relaxation of the hole takes 260 fs in the (5,0) polynitro-
CNT and 300 fs in the (5,5) polynitro-CNT. The
corresponding amplitude fitting parameters are A = 0.45 and
0.10. Note that the Gaussian component (A value) is larger for
the (5,0) CNT, because it has a lower DOS and hence requires
longer time to develop the exponential decay.
Holes decay more slowly than electrons in both CNTs. This

is surprising, since the DOS of holes is higher than the DOS of
electrons. The explanation resides in the phonon modes that
facilitate the electron and hole relaxations. The electrons relax
faster, because they couple to higher frequency, faster phonons
(Figure 4). A similar trend was reported earlier for the (7,0)
CNT.76 The charge−phonon relaxation time scales obtained
for the polynitro-CNTs are to those of pristine CNTs, obtained
earlier by both experiment77−79 and theory.44,76,80−82

To identify the phonon modes involved in the electron and
hole relaxation, Fourier transforms (FT) of the energies of the
initial and final states are obtained (Figure 4). The excited
electrons interact with high-frequency modes more strongly
than holes. This is because electrons are supported by higher
energy orbitals, which have more nodes, better matching the
finer nodal structure of high-frequency phonons.76 Thus, the
electron relaxation is facilitated by the carbon−carbon
stretching longitudinal optical (LO) phonons, around 1500
cm−1.76,83 The holes relax through the LO modes and the low-
frequency breathing modes, <500 cm−1.76,83 The defect band,
1300 cm−1, indicates the influence of the −NO2 group on the
vibrational motion of the polynitro-CNTs.84 The phonons at
600 and 800 cm−1 correspond to the twisting and bending
modes85,86 of −NO2. These modes contribute strongly to the
relaxation of electrons and holes. The analysis of the influence
spectra (Figure 4) indicates that the electronic excitation
energy dissipates nonradiatively through the phonon modes of
both the CNT backbone and the −NO2 group.

Figure 2. (a) DOS of the pristine (5,0) CNT. (b) Projected DOS of the (5,0) polynitro-CNT. The data are shown for the CNT geometries
optimized at 0 K. Zero energy corresponds to the Fermi energy. In (b), the black line represents the total DOS, whereas the red and blue lines
represent contributions of the CNT backbone and −NO2 groups, respectively. −NO2 groups contribute substantially to the states near the Fermi
level, in both conduction and valence bands.

Figure 3. (a) Electron and (b) hole relaxation in the (5,0) and (5,5)
polynitro-CNTs, dashed and solid lines, respectively. Electrons decay
faster than holes in both CNTs, although DOS is higher for holes
(Figure 2). This is because electrons couple to higher frequency
phonons (Figure 4).
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Charge density distributions in the excited and final states for
electrons and holes are provided in Figure 5. The charge
density of the −NO2 groups contributes to the total charge
density, indicating that −NO2 plays a major role in the electron
and hole relaxation of the polynitro-CNTs. This fact is in
concordance with the FTs of the energies of the excited and
final states of electrons and holes (Figure 4). Indeed, the
phonons at 600 and 800 cm−1, corresponding to twisting and
bending of −NO2 groups, are prominent in the FTs.
3.2. Explosion of the Nitro-CNTs. Decomposition of the

functionalized CNTs begins when the energy of the absorbed
photons is redistributed from charges to vibrations. The
decomposition process is studied separately by RMD, because
it takes 2 orders of magnitude longer than the electron-
vibrational energy redistribution and therefore can be regarded
as an independent step. Decomposition of the nitrated
nanoscale carbon compounds starts with isomerization of the
−NO2 group.39 The first few picoseconds bring liberation of
the largest amount of chemical energy, as reflected in the rapid
increase of kinetic energy and temperature (Figure 6). Both
metallic (5,5) polynitro-CNT and semiconducting (5,0)
polynitro-CNT perform in a similar fashion. The temperature
growth at the short time is a real physicochemical phenomenon
that can be detected, for instance, via changes in frequencies of

anharmonic vibrations or the effective temperature of the
electron Fermi−Dirac distribution, using time-resolved optical
measurements. At the same time, the high temperatures
produced at the end of the simulations are not realistic,
because energy dissipation into environment is not accounted
for.

Figure 4. Influence spectra characterizing the phonon modes that couple to electrons and holes in the (5,0) polynitro-CNT. (a and b) Fourier
transforms of the dynamics of the initial states of electron and hole. (c and d) Final states of electron and hole. Electron couples to higher frequency
phonons than hole. The bands around 1500 cm−1 and above are CNT longitudinal optical phonons, including the 1600 cm−1 graphene G-band. The
band at 1300 cm−1 is CNT defect D-band. The −NO2 twisting and bending modes appear at 600 and 800 cm−1, respectively. The low-frequency
modes at 500 cm−1 and below are CNT breathing modes.

Figure 5. Charge density distributions of (a and c) electron states and (b and d) hole states in the (5,0) polynitro-CNT. (a and b) Initial states of
electron and hole; (c and d) final states. The phonon influence spectra for these states are given in Figure 4. Shown are snapshots along a NAMD
trajectory.

Figure 6. Temperature evolution during explosion of the (5,0) and
(5,5) polynitro-CNTs. Following a rapid sub-10 ps jump, the
temperature continues to rise at a slower rate. The decomposition is
possible with and without oxygen. Oxygen atmosphere facilitates a
more complete decomposition and a higher temperature. Generally in
a realistic system, the temperature will be decreasing at longer times
due to coupling with an environment.
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The decomposition is possible with and without oxygen. The
temperature grows more if oxygen is present, because oxygen
molecules facilitate more complete decomposition. The
difference is more pronounced at longer simulation times.
Oxygen is necessary to oxidize numerous carbon atoms of the
polynitro-CNTs, transforming them into chemically stable
products, such as CO2. In turn, not all carbon atoms are
transformed into gaseous low-molecular-weight products if
external oxygen is lacking. Hence, not all available chemical
energy is turned into kinetic energy. At the same time, the
ability of the polynitro-CNTs to decompose under anaerobic
conditions is an important property, which could be particularly
beneficial under nanoscale and biological confinement.
Figure 7 presents evolution of selected reactants and

products during decomposition of the polynitro-CNTs. The

data emphasize the highly nonequilibrium nature of the
simulation. The predictions made in Figure 7 can be tested
experimentally using pump−probe laser techniques. According
to Figure 7 and in line with expectations, CO2 is the major
product (Figure 7b). It is the most thermodynamically stable
species formed by oxygen and carbon atoms. Formation of N2
is strongly dependent on the system composition. The (5,5)
polynitro-CNT gives rise to more moles of nitrogen, since
more −NO2 groups are available in this molecule. The N2
molecule is highly stable. For this reason, nitrogen oxides are
not observed in these reactions. Water vapor is not formed due
to lack of hydrogen atoms.
The explosion process is a rapid liberation of kinetic energy

at the expense of potential energy of chemical bonds (Figure
8). There are two major sources of chemical energy in these
reactions. The initial energy is released due to isomerization of
the −NO2 group into −O−N−O. Oxidation of the carbon
atoms is the second source of chemical energy. It occurs much
slower than the isomerization. Both −NO2 and O2 species are
responsible for the oxidation. The liberated chemical energy
amounts to 3−6% of the total initial potential energy of each
system, defined in RMD as the binding energy including all
covalent bonds. The percentage of the liberated energy is

significantly larger when an excess of molecular oxygen is
supplied.
Conservation of the total energy constitutes an important

methodological issue in numerical simulations. It is especially
important when the results rely on the (N,V,E) ensemble.
Energy conservation depends on atomic velocities and
integration time-step. Figure 9 investigates this issue. Since

atomic velocities depend on immediate temperature and
temperature increases very significantly during the reaction,
the total energy conservation depends on the reaction. Until 80
ps of the simulation, the error falls within 1%, which is an
acceptable value. However, it rises appreciably beyond 80 ps in
the O2-containing systems. In comparison, the energies of the
polynitro-CNTs decomposing in vacuum are conserved much
better. The rapid increase in temperature beyond 80 ps in the
O2-containing systems (Figure 6) is associated with the
breakdown of the energy conservation (Figure 9). The
accelerated consumption of molecular oxygen (Figure 7a)
and the energy growth in the O2-containing systems (Figure 8)
at times beyond 80 ps can be rationalized by the same effect.

4. CONCLUSIONS
We have investigated the physical and chemical processes
occurring in the single-walled polynitro-CNTs under an intense
laser irradiation. The reported two-step methodology included
nonadiabatic MD, employed to understand the nonradiative
electron and hole relaxation, and reactive MD, used to observe
the decomposition reactions of the excited polynitro-CNTs in
real-time. The photogenerated electrons and holes deposit their

Figure 7. Consumption of oxygen, formation of CO2, and formation
of N2 during decomposition of the polynitro-CNTs. See legends for
line designations; n represents the number of moles.

Figure 8. Percentage of energy of covalent bonds released during the
decomposition reaction. More energy is released in the presence of O2.
(See Figure 9 for discussion of the data past 80 ps in the O2-containing
systems.)

Figure 9. Conservation of the total energy during decomposition of
the polynitro-CNTs in the microcanonical ensemble. The 0.1 fs
integration time step provides reasonable energy conservation for the
duration of the decomposition reaction, with exception of the
(5,5)+O2 system past 80 ps.
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energy into a broad spectrum of phonons within less than a
picosecond. Despite a lower density of states, electrons relax
more rapidly than holes due to coupling to higher frequency
phonons. The orbitals of the nitro-groups mix with the CNT
states over a wide energy range, including low energies at which
excitation of isolated nitro-groups is not possible. Photo-
excitation by a high-energy laser is not required. The electronic
energy is deposited immediately to the nitro-groups even if a
near-infrared laser suitable for medical applications is used.
Rapid delivery of energy to the nitro-groups is important,
because decomposition of nitro-CNTs starts by nitro-group
isomerization.
The achieved very rapid noninvasive heating of CNTs

initiates an explosion, during which the local temperature of
polynitro-CNT fragments rises up to several thousand Kelvin.
Simple, stable, and nontoxic gas molecules (CO2, N2) are
formed. The explosion is possible both with and without an
external oxygen source. Aerobic explosion is more intense. At
the same time, anaerobic explosion is particularly beneficial
under biological and nanoscale confinement. The predicted
time scales and mechanisms of chemical and physical processes
can be tested experimentally using time-resolved pump−probe
techniques.
The laser initiated polynitro-CNT decomposition can be

important for medical, military, and civil applications.
Polynitro-CNTs can be accumulated inside problematic living
cells, and their laser-induced decomposition can destroy the
cells by generating large amounts of heat. Compared to pristine
CNTs, which can transform laser energy into heat, polynitro-
CNTs generate much more energy than that provided by the
laser, which is only needed to initiate the process. The small
CNT size and local laser activation make this procedure
significantly less toxic than conventional treatments, such as
chemo-therapy. Additionally, CNTs can be used to deliver and
release drug molecules. Polynitro-CNT explosives can be
activated remotely in military, civil, and industrial applications
by a visible or infrared laser, avoiding the need for a detonating
cord and improving personnel safety. Our computational
results provide a theoretical background for the emerging
fields of noninvasive nanomedicine and nanoexplosives.
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R. Phys. Rev. B: Condens. Matter Mater. Phys. 1995, 51 (19), 12947.
(51) Seifert, G. J. Phys. Chem. A 2007, 111 (26), 5609−5613.
(52) Kohn, W.; Sham, L. J. Phys. Rev. 1965, 140 (4A), A1133.
(53) Craig, C. F.; Duncan, W. R.; Prezhdo, O. V. Phys. Rev. Lett.
2005, 95 (16), 163001.
(54) Fischer, S. A.; Habenicht, B. F.; Madrid, A. B.; Duncan, W. R.;
Prezhdo, O. V. J. Chem. Phys. 2011, 134 (2), 024102.
(55) Tully, J. C. J. Chem. Phys. 1990, 93 (2), 1061−1071.
(56) Parandekar, P. V.; Tully, J. C. J. Chem. Phys. 2005, 122 (9),
094102.
(57) Akimov, A. V.; Prezhdo, O. V. J. Chem. Theory Comput. 2013, 9
(11), 4959−4972.
(58) Akimov, A. V.; Prezhdo, O. V. J. Chem. Theory Comput. 2014, 10
(2), 789−804.
(59) Zheng, J. J.; Meana-Paneda, R.; Truhlar, D. G. J. Phys. Chem.
Lett. 2014, 5 (11), 2039−2043.
(60) Frauenheim, T.; Seifert, G.; Elstner, M.; Niehaus, T.; Köhler, C.;
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